
https://arstechnica.com/information-technology/2019/02/researchers-scared-by-their-own-work-hold-back-deepfakes-for-text-ai/
https://arstechnica.com/gaming/2016/06/an-ai-wrote-this-movie-and-its-strangely-moving/
https://nbviewer.jupyter.org/gist/yoavg/d76121dfde2618422139
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What do you think would be the next character? It may be a space, or a punctuation symbol (if the word 

was hello), or it could be a w if the word was yellow. The more characters we have in the sequence, 
the easier it is for us to predict what could be a reasonable next character. 
 
A recurrent neural network can potentially work with and remember a very large number of characters 
in a sequence; this requires a huge amount of processing and some advanced math to understand what 
is going on (I’m not sure I’m there yet!). We are going to use a limited number of characters, n, and try 
to guess the n+1th character using simpler probability model. 
 
Let’s say you have a lot of Shakespeare’s texts. And you want to know the probability of a given 
character being the next character after a sequence of n characters. Let’s call this the probability of 
character c, given that sequence s of n characters just occurred, or P(c|s). The most intuitive way is to 
find all the occurrences of s in Shakespeare’s text, and count the number of times the different 
characters appear, dividing by the total number of occurrences of s. This is called a maximum likelihood 
estimate. If a given character never appears after a sequence, it will have a probability of 0. 
 
Once you have the probabilities, you will generate the next character in a sequence. But you can’t only 
use the character with the maximum likelihood of appearing, or else your text will always be the same 
given that same starting sequence. Instead you will choose a random character based on the 
distribution. Note that we will force the first characters to always be the first characters in the original 
Shakespeare text. 
 
There are three parts to this project. 

- first, create your Cloud9 development environment 
- then you will train your model and update a local development Redis data store; this is written 

in a console application. Redis is an in-memory data store that is much quicker than a relational 
database for certain types of data: 

o 

http://karpathy.github.io/2015/05/21/rnn-effectiveness/
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You can use either Amazon Linux or Ubuntu, the main differences from our perspective being that 

Amazon Linux uses yum and Ubuntu uses apt as package managers. The instructions below assume 
Ubuntu on Cloud9. 
 
Remember to update the software on the new Cloud9 environment: 
sudo apt -y update 

sudo ln -s /bin/nano /usr/bin 

Your instructor has created a new repository (project in GitLab terminology) for the assignment. Set 
your git configuration and clone the repo created for you: 

rm README.md #to avoid merge conflict 

git config --global user.name "Your Name" 

git config --global user.email you@dawsoncollege.qc.ca 

git clone youGitLabURL/ass2.git 

mv ass2/.* . 

rm –r ass2 

echo .c9/ > .gitignore 

Edit the README.md file. 
 

mailto:you@dawsoncollege.qc.ca
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And finally, you may want to go into preferences (the gear icon to the right), scroll down, and stop your 
environment after an hour (so that you don’t have to keep logging back in). 
 
Part 2 ʹ Training the model 

 
You will write a script, split into functions and/or classes, which is invoked from the console. It will 
iteratively read the file and populate an array and then write to a local Redis data store. 
 
We need to install Redis on Cloud9. First we will install Composer, the PHP package manager: 
 
curl -sS https://getcomposer.org/installer | php 

 

sudo mv composer.phar /usr/local/bin/composer 

 
Next, install Predis, which is the PHP Redis client: 
 
composer require predis/predis

https://getcomposer.org/installer
https://www.sitepoint.com/an-introduction-to-redis-in-php-using-predis/
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The associative array of arrays will look like this (partially), for example: 
 

Substrings are keys  Values are arrays with character key and frequency value  

“aya” 
→ 

‘ ’ →

https://cs.stanford.edu/people/karpathy/char-rnn/shakespeare_input.txt
https://redislabs.com/lp/php-redis/
https://redislabs.com/lp/php-redis/
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$redis -

https://www.php.net/manual/en/function.rand.php
https://www.php.net/manual/en/function.getrandmax.php


https://www.php.net/manual/en/function.nl2br.php
https://gitlab.com/dawsoncollege/CSharp411/w2018/git-tutorials/blob/master/protected_branch_workflow.md

