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In this example, 11 points-are-included-in

the dataset. The objective is to determine
which category (0, 2) belongs to.

First, determine the value of k. In this case,
k =3 1Is chosen.
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KNN k= 3 Test point 0 0 =

X y  Category Distance”2 Distance Distance Rank  NN? _

1 2 A 1 1 10000 1 Y Atotal count 2 k-NN Algorithm

5 | A 13 VI3 36056 5 N °

2 6 A 20 2V5 44721 8 N

1 1 A 2 V2 14142 2 Y B total count 1 6 ¢+

3 4 A 13 Vi3 3
Use the known labels to determine ‘
which category the test point .

belongs based on simple majority.
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